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ABSTRACT 

The concept of ~, fl-elementary equivalence of two relational structures is 
defined. Sufficient and necessary ccnditiens are given for this notion by general- 
izing Ehrenfeucht's game in algebraic terms. Some results, is a first order 
language with generalized quantifier, are obtained. 

In this paper we generalize a method by Ehrenfeucht [1]. (The main results 

of this generalization were announced first in [9].) A similar generalization was 

made independently, at about the same time by Lipner [5]. From the method 

suggested here, one can obtain immediately Lipner's method as a special case. 

To be more specific, let L(Q) be the language obtained from a countable ordinary 

first order language L by adding the quantifier Q (L includes equality). The 

or-satisfaction for L(Q) is obtained by interpreting Q as: "there exist at least 

elements" (~, r ,  ? will denote here infinite cardinals). We use ~ to denote 

c~-satisfaction. Let 9.I, ~3 be two models for L. We write 92~ = P~3 if for every 

sentence q~ in L(Q), 92 ~,~b iff~3 ~p~b. In this paper we give a criterion for 92, ~3 to 

fulfill 92" - B~3 and we mention a few applications of this criterion. 

It is possible to formulate the criterion in game theoretic terms and in algebraic 

terms. Although it seems that the former are more intuitive, we prefer the latter 

because in many cases (especially the more complicated ones) it is much simpler 

to formulate proofs in algebraic terms. The reader, who is familiar with 
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Ehrenfeucht's game [1], may wish to find for himself equivalent game theoretic 

concepts or refer to Lipner [5] and Slomson [8]. 

1. The concept of ~,/7, n-local isomorphism 

We suppose that L does not contain function symbols. Let 9.I, ~ be two models 

for L, --- < 8. Note that by Fuhrken [2], for every 9~ such that 

I ~ [ > ~, there exists 9g such that 1 9gl = 0~ and 9.I~ = "9g. Suppose also that 

the domains of 9~ and ~ are disjoint, and ~ >/7. By ai,a denote always elements 

of 9~, and by bi, b denote always elements o f ~ .  The letters i-p will denote positive 

integers. 

DEFINITION 1.1. Suppose that the correspondence: a i ~ b ~ ,  i = 1, . . . ,k ,  is an 

isomorphism. We define by induction on n, n > k, when a set of sequences is 

called an 0~,fl, n-extension of (ai, hi), i = l , - . . ,k.  

An , ,f l ,  k-extension of (ai,  bi), i = 1, . . . ,k  is the set whose only element is 

the sequence (al ,b i ) ,  i = 1 , . . . , k .  

Suppose that we have defined when a set of sequences is an ~,/7, n-extension 

of (ai,  b~), i = 1,-..,k. Let F be a set of sequences of length n + 1. It is called 

an 0c,~,n + 1-extension of (ai,  bi), i = 1, . . . , k  if the following conditions hold: 

(a) The first k pairs in each sequence in F are the pairs (ai,  b~), i = 1 , . . . , k  

above (only the n + 1 - k last pairs in each sequence are possibly new pairs). 

There exists F' ,  an ~,fl, n-extension of (a~,b~), i = 1, . . . ,k,  such that the set 

of all segments of length n of sequences in F is F' .  

(b) Denote by F(a,,b,>, i = 1,..., n the set of all sequences in F whose; segment 

of length n is (ai, bi), i = 1,. . . ,n.  Then for every non-empty F<a,.b,>,i=l ...... 

there exists a family of functions F that fulfills the following: 

(1) Every f e F is a function from 9~ U ~ to 9~ W ~ such that f ( x ) E ~  iff 

X ~ 9..[. 

(2) For every set A ' _  ~ such that [A[ = ~ there exists f ~ F  such that 

IT(A')I = 

(3) For every set B' ~ ~ such that [ B' i = /7  there exist f ~ F and a set A' c 

such that I A'[ = ~ and f ( A ' )  c_ B'. 

(4) For every f e F ,  a ~ + l ~ ,  b ~ + l ~  such that b,+l = f ( a , + l )  or a ,+l  

= f (b ,+ l ) ,  the correspondence: a ~ b ~ ,  i = l , . . . , n  + 1 is an isomorphism, 

and the sequence (a~, b~), i = 1,..., n + 1 is in F. F contains only sequences 

obtained from (a i ,  bi), i = 1, ..., n by s o m e f e  F. 
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LEMMA 1.1. Suppose 9~ ,~  are given and the correspondence: at ~ bt, 

i = 1, . . . ,  k is an isomorphism. Let F be an ~, fl, n-extension of (at,  bt), i = 1,. . . ,  k, 

n >-_ k. Suppose also that k < m < n. Denote by C m the set of  all segments of  

sequences in F which have the length m. Then 

(1) F m is an ~,fl, m-extension of (at, bt~ , i = 1 , . . . , k .  

(2) I f  the sequence (ai,  bi), i = 1 , . . . ,m  is in F m, then F<a,.b~>,i__. 1 ..... ,1 is an 

~,fl, n.extension of (a , ,b i ) ,  i = 1 , . . . ,m.  

PROOF. The result follows by induction on n using Definition 1.1. 

DEFINITION 1.2. We say that 9~,~ are ~,fl, n-locally isomorphic over 

(ai,  bi), i =  1 , . . . , k ,  k < n, if there exists an ~,fl, n-extension of (at, bi), 

i = 1,. . . ,k.  

LEMMA 1.2. A sufficient and necessary condition for  9~ ,~  to be ~,fl, n- 

locally isomorphic over (a~,bt) , i = 1 , . . . , k -  1, n > k, is an existence of a 

f ami l y  of functions F that fulfills conditions (b) (1)-(3) in Definition 1.1 such that 

for  every f ~ F, a k e 9~, b k e ~ ,  if  bg = f(ak) or a k = f (bk)  then 9~, ~ are ~, fl, n-lo- 

cally isomorphic over (at,  bi), i = 1 , . . . , k .  

PROOF. To show that the condition is sufficient, suppose b k = f (ak)  or 

ak = f ( b k )  for certain f e F .  Denote by Fak.b ~ an ~,fl, n-extension of (a t ,b t ) ,  

i =  1,.-.,k. Define F =  U(F,~,b ~: a k e ~ ,  b k e ~ ,  f e F  and b k = f ( a k )  or 

a k = f(bk)). It is easy to see that F is an ~, fl, n-extension of (a t ,  bi), i = 1, ..., k - 1 

To show that the condition is necessary, use Lemma 1.1. 

Using the symbol ~) to denote --1 Q--1 it is known that each formula ~ in 

L(Q) has a prenex normal form in L(Q), namely, a formula ~b of the type 

Glxl  ... G~x,,~X, where G t, i = 1, . . . ,m, is one of the quantifiers 3,V,Q,~), Z is 

quantifier-free and for every model ~3 of L, I ~31 >-- ~, holds: ~ ~ - ~ , q ~ .  

NOTATION 1.3. Suppose 0 < k -< n, n _> 1. By Pn.k denote the set of all 

formulae ~ in L(Q) such that: 

(1) ~ is in a prenex normal form in L(Q). 

(2) ~b has exactly n different variables. 

(3) ~ has exactly k different free variables. 

THEOREM 1.3. I f  ~ , ~  are ~,fl, n-locally isomorphic over (ai,  b~) , i = 1 , . . . , k ,  
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0 < k < n, n > 1, then for  every ~, in P,.k the following holds: 92 ~,$(al ,  . . . ,a,) 

iff23 ~r ~(b,,  ..', bk). 

PROCF. The theorem follows by induction on n -  k. When n -  k = 0, then 

is quantifier free. Our assumption implies that the correspondence: a i ~  bz, 

i = l, ..., n is an isomorphism, namely, for every quantifier free formula ~ that 

has exactly n different variables, we have: 92 ~ b ( a l , . . . ,  a,) iff 23 ~e ~(bl , ' - ' ,  b,). 

Suppose now that the theorem is true for n -  k, k > 1, and prove it for 

n - ( k - 1 ) .  Our assumption now is that ~,23 are ~,fl, n-locally isomorphic 

over (a  i, bi), i = l, .-., k - 1. By Lemma 1.2, there exists a family of functions F 

that fulfills conditions (b) (1)-(3) of  Definition 1.! such that for every f ~F,  

a k ~ ~ ,  b k e 23, if bk = f(ak) or a k = f(bk) then 92, 23 are ~, fl, n-locally isomorphic 

over (ai, b;), i -- 1,..., k. Note that in order to prove the theorem, it is sufficient 

to show that for every ~ in P,,k-1, if2[ ~,~(al,  "" ,ak-O then 23 ~e~b(bx, "",bk-1) 

(this is true because/'or every ~ in P,.k-1, -q ~0 is also in Pn,k-1)" So let ~ be in 

P, k-~" It has the form Gxk~b where ~b is in P.,R and G is one of the quantifiers 

3,V,Q,O. 

(1) Suppose ~ = 3Xk~b and 92~,3Xkqg(al,...,ak_l,x,). There exists a .~92 

such that 92 ~,dp(al, ..., ak_l,ak). Let f be any function in F. Denote b, = f(ak). 

92, 23 are a, fl, n-locally isomorphic over (a~, bi), i = 1,..., k, so, by the induction 

hypothesis, 23 ~B O(bl ," ' ,  bk- ~, bk). Therefore, 23 ke qXkO(b~,'", bk- 1, Xk). 

(2) Suppose ~ = Vx,~ and 92 ~ VXkO(al, ..., ak_l, Xk). If  23 ~ -n VXk~b 

(b~, "", bk_~,x,), there exists bk ~23 such that 23 ~ m ~b(b a, ..., b~_~, b~). Let f be 

any function in F. Denote a, = f(bk). Again, 92,23 are a, fl, n-locally isomorphic 

over (ai,bi) , i = 1,...,k, so, by the induction hypothesis, ~ ~-n O(a~,...,ak_~,a,), 

a contradiction. 

(3) Suppose ~ = Qx,O and 9~,QXkCk(a~,...,ak_~,x,). Hence, there exists 

A' c 9.I, IA'I = c~, such that for every ak~A' ,  92 r "..,ak_~,a,). By (b) (2) 

of Definition 1.1, there exists f ~ F  such that [f(A')l = ft. Denote b, - - f (ak)  

for every ak~A' .  Since 92,23 are ~,fl, n-locally isomorphic over (a~,b,), 

i = 1,..., k, we obtain by the induction hypothesis: 23 ko ~b(b~, ..., bk-~, b~) for 

every ak~A' .  Therefore l {b:23~adp(b, , . . . ,b~_~,b)} l=f l  and 23~aQx~O 

(b~, .",  bk- x, Xk). 

(4) Suppose ~O = OXk~ and 92~,,OXkqb(a~,"',ak_~,Xk). If  23 ~O--q OXke/) 
(b~,"',bk-~,Xk) then there exists B ' ~  B, ]B'] = fl, such that for every b~B ' ,  
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~t~-a dp(bl,. . . ,bk_l,b ). By (b) (3) of Definition 1.1 there exist f e F  and 

A' _ 9~ such that I A'] -- ~ and f ( A ' )  c_ B'. Denote again bk = f(ak) for every 

aReA'.  Then ~3 ~a-n (9(bl,...,bR_l,bk) for every aReA'.  Since 9~,~3 are ~,fl, n- 

locally isomorphic over (al, b~), i = 1, ..., k, for every a k e A', we obtain by the 

induction hypothesis: 9~ ~ -n q~(al, "", ak- l, ak) for every a k e A'. So 9~ ~a Q x g -7 

~b(al, "", ag- 1, Xk), namely, 9~ ~ ~ iSXkq~(al,"', ak- 1, XR), a contradiction. 

DEFINITION 1.4. ~,~3 will be called cqfl, n-locally isomorphic if ~ , ~  are 

c(, fl, n-locally isomorphic over the empty sequence. 

We formulate now a lemma which we shall use in following sections to prove 

that two given structures are c~, fl, n-locally isomorphic. 

LEMMA 1.4. 9.I,~3 are ~,fl, n +  l-locally isomorphic iff there exists an 

~,fl, n-extension F of the empty sequence such that for  every sequence (ai ,bi) ,  

i = 1, . . . ,n, in U there exists a fami ly  of functions F that fulfills conditions (b) 

(1)-(4) in Definition 1.1. 

PROOF. The result follows immediately from the definitions. 

DEFINITION 1.5. ~,~3 will be called ~,fl, n-elementary equivalent if for every 

sentence ~b in P,.o the following holds: ~ q 5  iff ~3 VaqS. If  ~,~3 are ~,fl, n- 

elementary equivalent denote: 9~ ~ - a,~3. 

THEOREM 1.5. (1) l f  ~ , ~  are o~,fl, n-locally isomorphic then 9.1 ~ - a~. 

(2) l f  g~,~ are o~,fl, n-locally isomorphic for every n then ~ =_B~. 

PROOF. The conclusion follows from Theorem 1.3 (for k = 0) and from 

the fact that every sentence in L(Q) has an equivalent prenex normal form in 

L(Q). 

From now on suppose that L contains only a finite number of predicates. 

We shall say briefly that L is finite. For simplicity of formulation, suppose also 

that L does not contain individual constants. 

LEMMA 1.6. Suppose L is finite, n > 1, 0 < k < n. Then there exists a 

sequence of formulae in L(Q), zkz, 1 = 1,...,mR, each formula in the sequence 

having exactly k different free variables, such that for every 9~,~3 (models 

for  L that fulfill: [9.I[ < or, t~3[ < fl) for every a l , . . . ,akegs  and bl , . . . ,bke~3,  
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we have: 92,93 are ~,fl, n-locally isomorphic over (ai, bi), i = 1, . . . ,k  iff  there 

exists j, 1 < j < ink, such that 92 ~,z~(al, "", ak) and 93 k ~tl z j(bl ,  "'', bk). 

PROOF. Choose n and define, by induction on n - k, sequences of formulae, 

X k, l -- 1,..., m k such that the following conditions hold for any infinite cardinal y: 

(1) Xx,"',Xk are the only free variables of X~, l = 1,..., m k. 

(2) v... v zL. 

(3) For any i , j  <= ink, i # j  : #~m [Z~ A Z~]. 

(The notation "#~Z" means that for every 3 ,  if[ ~3] > 7 then ~ #~Z). 

This is done as follows: If  n - k = 0, take all the predicates of L (including 

the equality-predicate) and perform all the possible substitutions of the variables 

x l , ' " , x ,  (part of them or all of them in every possible order). Since L is finite, 

only a finite number of atomic formulae are obtained in this way, say Px,. . . ,  P, .  

Put pO = Pi and P~ = 7 P~ and let ei, 1 < i < r, be 0 or 1. Observe now all 

the conjunctions of the form: P ~ A  ""A P~'. Arrange them and denote the 

obtained sequence by X],'",/.~,., m, = 2'. It is easy to see that this sequence 

fulfills conditions (1)-(3) above. 

Suppose now that the sequence xk, ..., xkk is defined, 1 < k _< n. The sequence 
k - 1  k - I  Z1 , '" ')~mk-l, mk-1 = 3"~ will be a sequence of all the possible coniuctions 

of the form ~1A "'" A~,,,, where ~bj, 1 < i < mg, is one of the following: 

Qxkzj,k -1 3XkZ k, 9XkZ k A 7 QXkZ k. Again it is easy to see that the sequence defined 

above fulfills conditions (1)-(3). 

Now we come to the proof of the lemma by induction on n - k for two fixed 

models 92,93 and elements al , ' " ,  ak in 92, b , . . . ,  b k in 93. Note first that because 

of (1)-(3) above, there exist unique i, j such that 92 ~ x~(al, ..., ak) 
93~a ~ z j (bl , ' " ,  bk). 

Suppose that n -  k = 0 and there exists j such that 92~j.7(a1,...,a,) and 

93 ~B~(ai, . . . ,a,).  As a result of the definition of Z~', l = 1,.-. ,m , it follows 

immediately that the correspondence: a ~  b~, i = 1, ..., n, is an isomorphism. 

So 92,93 are ~,fl, n-locally isomorphic over (at, hi), i =  1,...,n. On the other 

hand, if 92,93 are ~,fl, n-locally isomorphic over (ai, bl), i =  1,-.. ,n, then 

92~Z'~(al,...,a,) iff 93~B~(bl , '" ,b , ) ,  so by (3) above it follows that there 

exists j such that 92 ~z~(al ,  ..., a,) and 93 ~pZ~.(b~, "", b,). 
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Suppose now that the lemma is proved for n - k, 1 < k < n, and prove it for 

n - (k - 1). Suppose first that there exists j ,  1 < j < rrl k_ 1, such that 

(4) 9/~,  zk-1(al,  "", ak-1), ~ ~B Xk-l(bx, "", bk-~). 

Define sets AI,B z, l = 1, ...,mk by the following: 

A, = {a: 9/ "-, ak- l, a)} 

B, = {b:~3 ~,7.~(bl , . . . ,bk_l,b)} . 

By (2), (3) it follows immediately that 9 / =  dT'=~ ~ At, ~3 = dt~J1Bt and Ai n At, 

Btc'~B~ = ~ for every i , l ,  i # I. Suppose that X ] -1  in (4) is ~blA ""A~, ,k ,  

where ~ ,  1 <- i < ink, are the formulae of the type mentioned in the definition 

of the sequence X~-1, l = 1,..., m k _ 1. By (4) we obtain immediately that for 

every l, 1 <_ l <_ mk: 

IAt[ -- a iff IB, I = fl iff ~ t - -  QXkZ~ 

l < I A , [ < 0 ~ i f f i  < [ B l [ < f l i f f C t = 3 X k X ~ A - a Q X k X (  

Let F '  be the family of all functions from 9 / to  ~ such that for every f '  e F '  and 

every l, 1 < l < mk, we have f '(At)~_ Bt. Let g be any function from ~ to 9/ 

such that g(Bt) -- At for every l < mk. Define F by the equality, F = {f '  U g: 

f '  e F'}. Prove now that F fulfills the conditions mentioned in Lemma 1.2 and 

obtain that 9/,~3 are 0qfl, n-locally isomorphic over (ai,  b~), i =  1 , . . . , k - 1 .  

It is clear that F fulfills condition (b) (1) in Definition 1.1 (remember that we 

always suppose that the domain of 9 / and  ~ are disjoint). Let A' c_ 9 / b e  any set 

such that I A' ] = 0~. There exis ts /such that ] A' n A,I = ~. Denote A~ = A' n Al. 

Since F '  is the family of  all functions from 9 / to  ~ that fulfill certain conditions, 

it is clear that there exists a function f '  in F '  such that [ f ' (A')  I = ft. Denote 

f = f '  U g. So f is in F and [f(A')  I = ft. Therefore F fulfills condition (b) (2) 

in Definition 1.1. Now let B' ~ ~3 be any set such that I B'I = fl" There exists l 

such that I B' n Btl = ft. Denote B[ = B' n Bz. Again since F '  is the family of  

all functions that fulfills certain conditions there exists f i e F '  such that 

f ' ( a ; )  c_ B; and certainly f ' (A , )  c_ B'. But ]B,] = fl so ]At] = ct and we see 

immediately that F fulfills also condition (b) (3) in Definition 1.1. Finally, let 

ak e 9I, b k e ~3 be two elements such that bk = f (ak)  or ak = f(bk) for certain f 

in F. There exists l -< m k such that akeA~. By the definitions of Az,B~ and F, 

we obtain 9/~,xk(al ,  . . . ,ak_l ,ak)  and ~B ~a;~(b~, ..., bk_ 1, bk). By the induction 
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hypothesis it follows that 9/,93 are ~,fl, n-locally isomorphic over (ai ,  bi),  

i = 1,. . . ,k. 

Now suppose that: 

"" Z k-X'b (5) 91r  " ,ak-O,  9 3 ~ , ' 7  j ( 1 , ' " , b k - O  and prove that 91,93 

are not ~,fl, n-locally isomorphic over ~ai, bi), i = l, . . . , k -  1. Suppose on the 

contrary that 91,93 are ~,fl, n-locally isomorphic over (ai,  bi), i = 1 , . . . , k -  1. 

Then, by Lemma 1.2, there exists a family of  functions F that fulfills the con- 

ditions of  the lemma. Suppose that Z~ -1 = ~'1A "" A ~',,k, where ~i, 1 < i <mk,  

are the formulae of the type mentioned in the definition of the sequence X~-1, 

l = 1,. . . ,  rag_ 1. By (5) above there exists p such that 

(6) 93 ~a ~ Cp(b,, ..., b , - l ) .  

Distinguish between three cases according to the structure of Cp: 

Case 1. ~p = "-7 3x ,~ .  By (6) there exists bk ~ 93 such that 93 Ca zk(bl,  "" . ,b,_ 1,bk). 

Let f be any function in F. Denote ak = f (b , ) .  9i, 93 are a, fl, n-locally isomorphic 

over (a i ,  b i ) ,  i = l , . . . ,  k, by the assumption on F. Since 93 ~r Xp(bk 1 , ' " ,  b,_ 1, b,), 

it follows by the induction hypothesis that k 91 ~, z p ( a l , ' " ,  ak- 1, ak); hence 

~[ ~, 3XkZp( 1, "", ak- 1, Xk) and 9~ ~ --1 ~ p ( a l , ' " ,  ak- O. Therefore, 91 ~, 
k - 1  -1 ~(j ( a l , " ' ,  ak-0 .  This contradicts (5). 

X k k Case 2. r = ~XkZ; /~ -"l Q kZp" By (6) it follows that either 93 ~B -q 3xkzt, 

(bl, "", bk-l ,Xk) or 93 ~BQxkzk(bl, ..., bk-l,Xk). In the first subcase, use arguments 

similar to those used in Case 1, changing the role of 91 and 93. In the second 

subcase, denote B ' =  {b: 93 ~BZp(bk 1 , ' " , bk - l , b ) } "  It is clear that [B'[ = ft. 

Since F fulfills condition (b) (3) in Definition 1.1 there exist f ~ F and A' _c 9~ 

such that ] A ' ] =  ~ and f ( A ' ) ~  B'.  For every a k e A '  denote bk = f(ak) .  By 

Lemma 1.2 it follows that ~ , ~  are cqfl, n-locally isomorphic o v e r  (ai, bi), 
i = 1, . . . ,k for every ak~A ' .  By the induction hypothesis (since 93 ~a Xo( bk  1, 

�9 g: ! �9 " ,  bk- 1, b) for every b ~ B') we obtain 91 ~, zk(a 1, "', ak- 1, ak) for every ak - A .  
k Hence 9/~, QXkZp(a l , ..., a k_ 1, Xk,, a contradiction. 

Case 3. ~ ,  = QXkZ k. Define A' = {ak: 91 ~,Z~,(al,... ak- l ,  ak). It is clear 

that I A'I = a. By condition (b) (2) in Definition 1.1, there exists f e E  such 

that I f (A ' )  ] = ft. For every ak ~ A '  denote bk = f(ak) .  By Lemma 1.2, we obtain 

again that 91,~ are c~,fl, n-locally isomorphic over (a~,b~), i = 1, . . . , k  for every 

ak ~ A. Therefore, by the induction hypothesis, 93 k ~aZ~,(bz "", bk- I, bk), for every 

ak ~ A' ,  namely, 93 ~a QXkX~(bl, "", bg_ 1, Xk), a contradiction. 
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LEMMA 1.7. Let L be finite. Then for every n there exists a sequence o f  

sentences Z1, "", Xm, in L(Q) such that for every A, B (models for L) the following 

holds: A necessary and sufficient condition for A, B to be ~, fl, n-locally isomorphic 

is that 9.[ ~Xt iff93 ~az~for every i < ran. 

PROOF. Choose n and let Z1,"',Zm, be the sequence Z~,'",Z~o defined in the 

proof of Lemma 1.6. Now use properties (2), (3) of the sequence and the lemma 
itself. 

THEOREM 1.8. Let L be finite. Then 96~ _ l ~  iff ~[,~ are ~,fl, n-locally 

isomorphic for every n. 

PROOF. The result is obtained by using Theorem 1.5 and Lemma 1.7. 

REMARK 1.1. If ~ = fl in the discussion above, then it is sufficient to demand 

that every F in Definition 1.1 be a singleton and replace conditions (b) (2), (3) 

by the following condition: For every X _c 9 6 u ~  such that I X I - - ~ ,  also 

I f (x) [  = c~. 
Call the concepts defined by these modifications by: ~, n-extension of (a,, b~), 

i =  1,. . . ,k,  ~,n-local isomorphism over (ai, bi~, i =  l , . . . , k  and ~,n-local 

isomorphism. All the lemmas and the theorems remain true after replacing the 

old concepts by the new ones and the proofs become simpler. 

The new concepts above are equivalent to the game theoretic concepts of 

Lipner [5]. 

REMARK 1.2. If  96,~ are ~,fl, n-locally isomorphic and n > 0 then 196] = 

iff I~ [  = B. I f  ] 9A l < c~, I ~1 < fl then it is sufficient to demand that every F in 

Definition 1.1 be a singleton that fulfills only (b) (1) and (b) (4) of the definition. 

In this case 9 6 ~ - P ~  i f f 9 6 =  ~ and 96~-- ~ i f f 9 6 - ~  where " 9 6 = ~ "  

means: For every sentence q5 in L C~ P,,.o(Q) th6 following holds: 96 ~ q5 iff ~ ~ ~. 

The concepts obtained in this case are equivalent to the game theoretic concepts 

of Ehrenfeucht [1]. 

2. The theory of one etluivalenee relation 

Let ~ be any infinite cardinal and let S be a set of sentences in L(Q). We say 

that 96 is an ~-model for S if 96 ~ ~b for every q5 ~ S. This will be denoted by 

96 ~ S .  
Now let T be any first order theory (namely, a theory formulated in L). Denote 

T(Q) = T u (Qx[x = x]} and define T(~) = {qS: ~b is a sentence in L(Q) such 

that for every 96, if 96 ~ T(Q) then 96 ~ ~5}. 



288 S. VINNER Israel J. Math., 

In this section T will be the first order theory of one equivalence relation 

(the language for T contains therefore only one binary predicate ~ in addition 

to the equality predicate). The main result of this section is that T(~) = T(No) 

for every ~ and T(No) is decidable. 

LEMMA 2.1. Let a,fl be two regular cardinals, o:, fl > Na. Then for el,ery 

~-modelgA of T(Q) there exists a fl-model ~ of T(Q) such that 9A ~ - ~ .  

PROOF. Suppose that ~ > fl and 9A ~ 7(Q). By Fuhrken [2], it is possible 

to suppose w.l.g, that [ 9.I I = ~. The equivalence relation on ~[ divides the domain 

of 9A into disjoint equivalence classes. There exists an ordinal/z equal or smaller 

than the ordinal-product a �9 3 such that we may suppose: 

(1) For  every 7 < P, Ay is an equivalence class in 9~ and 9~ = Uy<,,Ay. 

(2) There exist two ordinals #1, ~t2, 0 </~1 < ~t2 </~  such that: 

(a) l Ay I < No for every ~, < / h .  

(b) No < ]Ayl < ~ for every ~,,/q < ~ < #2. 

(c) I Ayl = = for every ~, #2 < Y < #. Define now sets By, ~ < v, where v is 

an ordinal number equal or smaller than the ordinal product fl �9 3 and will be 

fixed later. All the sets should be disjoint to the domain of 9/. 

Step 1. For every n <  No, denote xn = [{V: IAyl = n)l.  I f  x, < No, define 

x~ disjoint sets of power n. I f  No < ~:, < ~, define No disjoint sets of power n. 

I f  x~ = ce, define fl disjoint sets of power n. 

Step 2. Denote x ' =  I{),: No < IAyl I f  x'  < N o, define x'  disjoint 

sets of  power No. I f  No < ~:' < ~, define No disjoint sets of power No. I f  x'  = ~, 

define fl disjoint sets of power N o. 

Step 3. Denote x = [{~: IAyl = I f  x < No, define x disjoint sets of  

power ft. If  No < x < ~, define No disjoint sets of power fl and if x = ~, define B 

disjoint sets of power B. 

The sets should be defined in such a way that the sets which are defined in a 

later step are also disjoint to all sets defined previously. We may suppose that 

there exist three ordinals vl, v2, v, 0 < vl < ~'2 ~ ~' ~ fl" 3 such that: 

(3) By is one of the sets defined above for every V < v. 

(4) (a) I Byl < for every ~ < vl. 

(b) Inyl = for every 7, vl < r < v2. 

(c) I By[ = f l  for every r, r2 < ~  < v .  
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will be a structure, the domain of which is u ,  < r B,, and for every b a, b2 e ~ ,  

~3 ~ bl ~ bE iff there exists 7 < v such that bl, bE e B r By the regularity of ~, 

we obtain I~1 = ft. 

Now we shall show by induction on n that ~ ,  ~ are ~, fl, n-locally isomorphic 

for every n. We use Lemma 1.4. Note first that 9.I,~ are ~,fl,0-1ocally isomorphic 

by definition. Suppose that there exists an ~, fl, n-extension F of the empty sequence 

such that for every sequence (a~,bi),  i = 1, . . . ,n  in F, we have: 

(5) (a) For every m < No, a, belongs to an equivalence-class of power m 

iff b i belongs to an equivalence class of power m. 

(b) ai belongs to an equivalence-class of infinite power smaller than 

iff b belongs to an equivalence-class of power No. 

(c) ai belongs to an equivalence-class of power c~ iff bi belongs to 

an equivalence-class of power ft. 

For every (at, b~>, i = 1,..., n in F, we should define now a family of functions 

F that fulfills conditions (b) (1)-(4) in Definition 1.1 and conditions (5) (a)-(c) 

above. Although one can easily convince himself that there exists such an F, 

by observation of the construction of ~3, we shall write the definition in full 

detail for the sake of formality. (We are aware of the fact that these details are 

a bit tedious.) 

Let h a be a function from # to v. For every ~ < # denote ~' = hl(~). Observe 

such an th that fulfills (6)-(9) below: 

(6) I f a i e A  ~ for certain i __< n then b l a B , , .  Denote Ma = {hl(~): ~ < #  and 
there exists i -< n such that a~ e A~}. 

In (7)-(9) below suppose that a i ~ A~ for every i __< n. 

(7) I fv  < p, theny '  < v l ,  lA,[ = IB ,[ andT ' r  

(8) I f # l  =<7 < k t z t h e n v  a__<?' < v 2 a n d ? ' r  

(9) lfkt2 _-< #t < # then Vz _-< ?' < v and) , ' r  

By the definition o f ~  and by (5) (a)-(c), it is easy to see that there exist functions 

that satisfy (6)-(9) above. Let ha be such a function. Let fah~, ~ < #, be a trans- 

finite sequence of functions such that: 

(10) f~.~ is a function from A~ o n  Bhl(~, ) and for every ? < # and i < n the 

following holds: I f  ai e A ,  then hi fl,r(ai) = bl and if a # a~ then f~'~(a) ~ bi. 

Define: 

(ii) f h , =  U,<.flh,, .  
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Let F hI be the set of all functions obtained by (11) letting f;J"y, ~, < ~, run over 

all possible sequences that satisfy (10) for a fixed hi. 

Define: F1 = U {Fhl: hi runs over all possible functions that fulfill (6)-(9)}. 

Now let h2 be a function from v to /~. For every y < v denote y' = h20, ). 

Observe such an h 2 that fulfills conditions (12)-(15) below: 

(12) If b,~By for certain i __< n then a ~ A y , .  Denote M2 = {h2(~'): ~, < v 

and there exists i __< n such that bi ~ By}. In (13)-(15) below, suppose that bi r By 

for every i =< n. 

(13) If  y < vt then y' < / ~ ,  [By[ = [Ay,[ and y' ~ M 2 . 

(14) Ifv~ < ~, < v 2 then Pl < Y' <P2 and ) V e M  2 .  

(15) If  v 2 __< y < v then ,u 2 ~ ~' < #2 and y' ~ M 2 . Again, by the definition 

of ~ and by (5) (a)-(c), there exists such an h 2 . 

Let f2.y, ~ < v, be a sequence of functions such that f2,y is a function from 

B r into Aha(r ) and for every ~ < v and i < n, if bi~ B r then a t = f2,r(bl) and if 

b ~ b~ then f2.y(b) ~ ai. Denote g = I.Jy<vf2.r. The desired family of functions 

will be defined by: F = {fl t_)g:fl ~FI}. 

It is clear that F fulfills condition (b) (1) of Definition 1.1. 

Let A' _~ 9.I be any set such that [A'[ = 0~. If  there exists ~ </~ such that 

I A'c3 A r [ = ct, then I Arl = 0~ and for every h 1 that fulfills (6)-(9) above, we have 

�9 ht fhl Ifh,(A,r3Ay)l=fl. IB~,(y)[ =ft. By the definition o f F  h:, there exlstsf in such that 

Therefore there also exists f in F such that i f ( A ' n  A y ) t =  fl and since 

fl = I f (A ' r3  A~)[ =< ]f(A')[ <_ fl, we obtain f (A ' )  = ft. If, on the other hand, 

[ A ' r 3 A y ] < ~ f o r e v e r y v < i t ,  deno teM'  = { y : V < p ,  A y n A ' ~ } . [ M ' ]  = 

because cf  the regularity of ~. There exists h t that satisfies (6)-(9) above such 

that[ h~(M')[ = B and, for this ht, every fh~ in F h~ satisfies[fh~(A')l = ft. So it 

is clear that there exists f in F such that [.f(A')[ = fl and we have proved that F 

fulfills also condition (b) (2) in Definition 1.1. 

Let B' _ ~ be any set such that [B' I = ft. If there exists ~' < v such that 

[B' C3B~,] = fl then ]B~,[ = ft. Therefore there exists y, P2 <Y < It, and there 

exists h I such that h~(~,) = y'. Observe F *' . Certainly it contains a function fh,  

such that fh~(Ay) ~ B' (3 By,. So there also exists f in F such that .f (Ay) ~_ B' :3 By,. 
Denote A' = Ay and obtain that, in this case, F fulfills condition (b) (3) of De- 

finition 1.1. If, on the other hand, ]B' r3By I < 13 for every ~, < v denote: 

M " =  {~,: ~ < v, B ~ B ' ~  Z} .  Since/3 is regular, then ]M" l =/3. There exists 
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a set M'  _c p, [ M']  = ~, and there exists h~ that fulfills (6)-(9) above such that 

hi(M,) c_ M". Likewise, there exist functions fh]~, y ~M',  that fulfill (10) above 

and there exist sets A~' _c A~, ~ ~ M' ,  that fulfill A~ ~ ~ and j~,~,~,.~j rh~ r,t,~ _~ Bh~(~) f') B' 

for every y e M ' .  Therefore there exists f in F such that J'((.J~u,A~)~_ 

U~.~wB~.(, ~B'~_ B'. Denote A ' =  U~u,A'~ and obtain that, also in this 

case, F fulfills condition (b) (3) of Definition 1.1. 

Finally, if bn+~ = f ( a , + ~ )  or a~+~ =f(b, ,_~)  for certain f in F, we obtain 

immediately by the definition of F that the correspondence: a~--~b~, i = 1, 

�9 . . ,n + 1, is an isomorphism and the sequence (ai, bl), i = 1 , . . . ,n  + 1, fulfills 

also (5) (a)-(c) above. So we have finished the induction step and obtained that 

9~,~3 are 0~,fl, n-locally isomorphic for every n. Hence, by Theorem 1.5 we have 

~t ~ ~-~3. 

By the above considerations it is clear how to construct a model ~3 of power fl 

such that 9~ ~ - s~3 in case that fl > ~. 

LEMMA 2.2. Let ~ be a regular uncountable cardinal. Then for every 

~-model 9~ of T(Q) and for every positive integer m there exists an No-model 
~o ~3 of T(Q) such that 9~ ~ - m ~3. 

PROOF. The proof  of this lemma differs from the proof of Lemma 2.l only 

in details. So for a given m and a given 9J, we shall explain how to construct 

a suitable ~3 but we shall leave it to the reader to show that 9~ ~ -- ~ 3 .  

Suppose ] A I = ~ and, as in the proof of  Lemma 2.1, suppose also that there 

exist three ordinals Pl, P2,/~, 0 < p~ </~2 ~ /A <( (Z " 3, and there exist mutually 

disjoint sets A~, V < p, such that (1) and (2) in the proof of Lemma 2.l hold. 

Define sets By, V < v, where v < co �9 3 and will be fixed later. 

Step 1. Let ~:n be exactly as in Step 1 of Proof  2.1. For  every n such that 

n < m, ifKn < m, define ~n disjoint sets of power n; i f m  < gn < ~, define m + 1 

disjoint sets of power n and if Kn = ~, define No disjoint sets of power n. On 

the other hand, for every n such that n > m, if ~:, -- ~, define N O disjoint sets 

of power m + 1. After this, observe Y~(~:n : n < m, ~ ~ ~). I f  it is smaller than 

m + 1, define for every n > m (such that ~ ~ a) Kn disjoint sets of power m + I. 

But if Y~(~: n > m, ~n # ~) > m, define m + 1 disjoint sets of power m + 1 

(note that ~ ( ~ :  n > m, ~ ~ a) < ~ since ~ is regular and uncountable). 

Step 2. Let •' be exactly as in Step 2 of Proof2.1. I f #  < m, define ~' disjoint 



292 S. VINNER Israel J. Math., 

sets of  power m + 1 ; if m < x'  < a, define m + 1 disjoint sets of  power rn + 1 ; 

and if x'  = ~, define No disjoint sets of power m + 1. 

Step 3. Let x be exactly as in Step 3 of Proof 2.1. If  x < m, define rc disjoint 

sets of  power No; if m < x < ~, define rn + 1 disjoint sets of power No; and if 

x = a, define No disjoint set of power No. 

The sets should be defined in such a way that the sets which are defined in a 

later step are also disjoint to all sets defined in previous steps and to the domain 

of  9/. 

We may suppose that there exist three ordinals, vl, v2, v, 0 < vl < v2 < v 

< co. 3, such that: 

(a) By is one of  the sets defined above for every y < v. 

(b) For every y < v~, Br is finite and was defined in Step 1 above. 

(c) For  every y, vt < y < v2, By is of power m + 1 and was defined in Step 2 

above. 

(d) For  every y, v2 < y < v, By is of power No. ~3 will be a model the domain 

of  which is Or<,,Br and for every ba,b 2 e ~ :  ~3 ~ bl ~ b2 iff there exists *; < v 

such that hi, b2 e By. 

As mentioned before, we leave it to the reader to show that 9/,~3 are ~, No, k- 

locally isomorphic for every k < m. This is done by induction on k. 

REMARK 2.1. Lemma 2.2 cannot be improved because for any a > No, it is 

not true that if 9/ is  an a-model of T(Q) then there exists an No-model of T(Q) 

such that 9/" = %~3. To show this, define a set of sentences S by the following: 

S = {Vx --1Qy[x ~ y]} U {VxB ~"z[z ,-, x] : n < No}, 

where 3~"z[z ,,, x] is a formula in the language of  T which "says"  that there 

exist at least n different elements equivalent to x. 

It  is easy to see that for every ~ > No, there exists 9 /such that 9/P~ S u T(Q) 

but there is no ~ such that ~ ~o S td T(Q). 

On the other hand, for every No-model ~ of  T(Q) and for every a, there exists 

an 0c-model 9 / o f  T(Q) such that 9/~ - ~~ This is an immediate result of  a 

general theorem by Fuhrken [3]. So there is no point of mentioning it in the 

lemma. 

LEMMA 2.3. Let a be a singular cardinal with cofinality greater than No. 

Denote fl = cf(~). Then for every a-model 9/ of T(Q) there exists ~ such that 

9/~ = IJ~ and for every fl-model ~ of T(Q) there exists 9/such that 9/~ - ~ .  
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PROOf. Again, the proof of this lemma differs from the proof of Lemma 2.1 

only in details. So we shall only explain how, for a given 9~, one should construct 

a suitable ~ but we shall leave it to the reader to show that 9~ ~ = a ~3. 

Let/~, A r (y < p), #1, #2, x,(n < No), x', x be as in the proof of Lemma 2.1. 

Define sets By, ~ < v, where v < fl �9 3 and will be defined later. 

Step 1. For every n < No, if x, < No, define x, disjoint sets of power n; 

if No < ~, < ~, define No disjoint sets of power n; and if t0, = a, define fl disjoint 

sets of power n. 

Step 2. I f  x' < cf(a), define min (x', No) disjoint sets of power No. If  

x' >- cf(00 and also ]~(I AyI: No _-<IA I < -- =, define /3 disjoint sets of  

power No. If  re' > cf(~) but ]E(]arl : No < lAy] < 0 0 < ~ ,  define No disjoint 

sets of power N O . 

Step 3. If  ~ < of(00, define rain (x, No) disjoint sets of power/3. I f  ~: => cf(~), 

define/3 disjoint sets of power/3. 

The definitions of v, B~(~ < v) and ~3 are the same as in the proof of Lemma 2.1. 

LEMYtA 2.4. Let o~ be a singular cardinal, cf(~) = No. Then for every 

or-model ~][ of T(Q) and for every positive integer m there exists ~3 such that 

PROOV. Let 9~ be given ([ 9~1 = ~) and let /~,/~l,/~z, Ar(~ < / 0 ,  x,(n < No), 

~' and x be as in the proof of Lemma 2.1. Construct ~3 as follows: 

Step 1. For every n such that n < m, if x, < m, define ~:, disjoint sets of 

power n. I f  m < ~, < ~, define m + 1 disjoint sets of power n. If  ~:, = ~, define 

No disjoint sets of power n. Now observe ]~,>,,~c,. I f  ]~,>,,x, = 0q define No 

disjoint sets of power m + 1. I f  ]~,>,.~c, < ~ < a, define m + 1 disjoint sets of 

power m + 1. 

Step 2. If  x' < No, define x' disjoint sets of power ra + 1. I f  x' > No and 

also : No <_- lay[ = ~, define No disjoint sets of power m + l .  

I f  ~:' > No but ]~([A~] : No < lAy I < a) < a, define m +  1 disjoint sets of 

power m + 1. 

Step 3. Define rain (~, No) disjoint sets of power N o . 

The definitions of v, By(y < v) and ~ are as in the proof of Lemma 2.1. 

REraAgK 2.2. Like Lemma 2.2, also Lemma 2.4 cannot be improved. To show 

this, use the same example as in Remark 2.1. 
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THEOREM 2.1. For every ~,for every positive integer m and for any or-model 

91 of T(Q), there exists f3 such that 92" =_ ~o~. 

PROOF. If e is regular or has the cofinality No, the theorem is an immediate 

result of Lemma 2.2 or Lemma 2.4. If  ~ is singular and cf(00 > No, use Lem- 

mas 2.3, 2.2 and the following general observation: 

For every ~,fl,~ and every 91,~3,~, if91 ~ -= a~3 and ~3 e -- 7~ then 91~ - ~ .  

The following theorem is a result of a remark by S. Shelah. 

THEOREM 2.2. For every c~, fl > No, if 91 is an ct-rnodel of T(Q) then there 

exists ~ such that 91" --- ~ .  

PROOF. lfot, fl are regular, use Lemma 2.1. Suppose fl is singular. Let q~ be any 

sentence in L(Q) such that 9I ~,q~. By Theorem 2.1, there exists an No-model 

for 4,. Hence, by a theorem of Fuhrken [-3], there exists a %,-model for 4,. Since 

"~,o is a singular strong limit cardinal, we obtain by a compactness theorem of 

Keisler [4], a "%-model ~ ,  such that 91" -~ '~3~ .  Again, by Keisler [4], we 

obtain ~3 such that ~31a~ -- ~3. Therefore, 91" - a~3. 

Recall now the notation T(c0 in the beginning of this section. 

THEOREM 2.3. r(x) = r(No) for every or, and T(No) is decidable. 

PROOF. By a general theorem of Fuhrken [3], T(e)_c T(No) for every e. 

Suppose r(No) ~ T(c0 for certain ~. Then there exists a sentence 4, in L(Q) such 

that q~ e T(No) but q~ r T(~.). So there exists an ~-model 91 of T(Q) such that 

91 ~, --1 4,. Without loss of generality, suppose ~b is in a prenex normal form in 

L(Q) and its prefix has m quantifiers. By Theorem 2.1., there exists ~3 such that 

~ o  n 4), a contradiction. 

The decidability of T(No) is obtained by using Rabin's [6] method. For the 

sake of completeness, we shall describe it briefly. $2S is the second order theory 

of the structure <T2, ro, ra, < ,  ~ >  where T2 is the set of all finite sequences the 

members of which belong to {0,1}; r~, i = 0,1, are two functions such that 

r~(x) =xi for everty x in T2; < is a partial ordering defined by: x < y iff the 

sequence x is a segment of the sequence y; ~ is the lexicographic ordering defined 

in the usual way by the stipulation: 0 4 1. In Rabin [6], it is proved that $2S is 

decidable. 

We shall show how to embede a given countable model of r in ( T2, ro, rl, < , ~ > .  

First define in $2S, three subsets of T 2 denoted by M t , M  2 and M. This is done 
by: 
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x ~ M1 ~ x ~ 1 A 3y[x = r l (y ) ]  

x s M  2 ~ 3z~y3u[y = r l ( z )A  u = ro(Y)A u <= x] 

x ~ M  *'~ x e M 1  A x(~M2. 

A brief observation of the complete binary tree will make the structure of M clear. 

Let 91 be any countable model of T. We can write: 9i = Uo<n<,oAn, where 

A n, 0 < n < No, are the equivalence-classes of 91 (some of them may be empty). 

There exists a one-to-one mapping g from 91 into M such that A n (if not empty) 

is mapped by g into the set { t . ~ _ ~  1 ... 1 : k = 1,2,...}. It is easy to see t_ .r  
I ,  

n k 
that for every a, b e 91, 92 ~ a ~ b iff g(a) < g(b) or g(b) < g(a). 

On the other hand, every infinite subset A c M can be turned into an No-model 

91 of T(Q) by defining 9i ~ a ~ b iff a < b or b _<_ a. 

In Rabin [6], it is proved that the second order unary relation " Y  is a finite 

set" can be defined in $2S. Denote by F a formula that defines this relation. 

Let X, Y be second order variables. To every formula O in L(Q) (where L is the 

first order language for the theory of one equivalence-relation) correspond 

now a formula ~(X) in the second order language for (T2, to, rl, ~ ,  ~---~). ~(X) 
will contain X as the only second order free variable iff ~ contains bound 

variables. The correspondence is defined by induction on ~. 

(1) If  ~ is x ~ y, then ~ is x __< y V Y _-< x. Suppose ~1,~2 are defined 

for given Ol,O2. 

(2) I f~b i s~ lV2 ,  t h e n ~ i s ~ t  Vi~2. 

(3) I fO is 7 ~1, then ~ is 7 ~1. 

(4) If~, is 3vO~, then i~ is ~v[veXA ~t(X)] 

(5) If  ~ is Qv~kl, then ~ is 3 r [ 7  F(Y)/~ Y ~ X A Vv[v ~ Y--* i~l(X)]. 

Finally let q~ be any sentence in L(Q). It is easy to see that q~ e T(No) iff 

VX[ 7 F(X) A X c_ M ~ /~(X)] is in $2S. 

We want to conclude this section with a remark on the "expressive power" 

of L(Q) (where L is as above). 

REMARK 2.3. There does not exist a sentence ~b in L(Q) such that for every 

e-model 9I of T(Q), 92 ~ dp iff there exist infinitely many elements in 91 such that 

no two of them are equivalent. 
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To show this, suppose that there exists such a q~. Without loss of  generality, 

suppose that ~b is in a prenex normal form in L(Q) and its prefix contains m 

quantifiers. Let 92 be an a-model for T(Q) that contains No equivalence-classes, 

each of them containing a elements. Let ~ be an a-model for T(Q) that contains 

m equivalence-classes, each of them containing a elements. By the methods of  this 

section, it is easy to show that 92" = ~3 ,  so ~3 ~,~b, a contradiction. 

3. Theory of the k unary relations 

Let k be finite and let L be the first order theory language that contains only k 

unary predicates P1,"',Pk (in addition to the logical) constants). Denote 

pO = Pi and P~ = -7 Pi, i = 1, . . . ,k  and observe all the conjunctions of  the 

type P]'(x) A '"AP~k(x) ,  e.,~{0,1}, i = l , . . . , k .  Denote them by ~kj(x), 

j _- 1,-. . ,2 k. Let ~b(x) be any formula in L such that x is its only free variable. 

Let 92 be any model for L. Denote q5(92) = {a : 9/~ q~(a)}. It is easy to see that 

~j(92) n@i(92 ) = J~ when i ~ . j  and U l _ g j < 2 k C j ( 9 2 )  : 92. Let ~3 be another 

model for L. Suppose ai~ 9/, b i s ~ ,  i = 1,-.-,n. It is easy to see that the corres- 

pondence: a i ~  bi, i = 1, ..., n, is an isomorphism regarding the k unary relations 

in 92,fl3 ifl' it is an isomorphism regarding the relations cj(gA),~j(~3), j = 1, ...,2 k. 

In this section, T will denote the first order theory of k unary relations. 

THEOREM 3.1. For every ~,fl > N O and every o~-model 92 of T(Q), there 

exists ~ such that 9A ~ - B~. 

PROOF. Suppose 92 is given and [~ [  = a. Let A be the domain of  92 and 

observe the structure (A, ~q(A), ..., ~'z~(92)). Define 2 k mutually disjoint sets Bi, 

i = 1,..., 2 k, by the following: 

If  [ ~i(92)[ < No, then B i contains ] ~,i(92) ] elements. 

If  No < [ ~bi(92") I < ~, then B~ contains N o elements. 

I f  I ~i(92) [ = a then Bi contains fl elements. 

Let ~3 be a model for L with the domain Ul<i<=2kB i and with Pi(~3) = u (Bj: 

The i-th conjunct in ~j  is P~, j = 1,..., 2k). By the methods of  the previous section, 

it is easy to show that the structures (A, Pt(92),'", P2k(92)), (B, P1(~3), "", P2~(~3)) 

are a, fl, n-locally isomorphic for every n. Therefore, 92~ - a~3. 

THEOREM 3.2. For every a, every integer rn > 0 and every a-model 92 of 

T(Q), there exists ~ such that 92~ -- ~~ 

PROOF. The result follows in the same way as the proof of Theorem 3.1. 
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REMARK 3.1. It is impossible to improve Theorem 3.3 as it was impossible 

to improve Lemmas 2.2 and 2.4. 

THEOREM 3.3. T(~) = T(No) for every ct, and T(No) is decidable. 

PROOF. The result follows in the same way as the proof of Theorem 2.3. 

REMARK 3.2. Instead of dealing with the a-interpretation for L(Q), it is possible 

also to deal with the equi-cardinality interpretation, namely, for infinite models 

of first order language, the quantifier Q is interpreted as "there exist as many 

elements as in the whole model". Denote this interpretation by ~eq and let T be 

any first order theory. Define 

T(eq) = (~b: ~ is a sentence in L(Q) and for every infinite model ~[ if 9~ ~ T 

then 9~ ~e~ ~b}. 

One can easily show that for every first order theory T, T(eq) = N ~ o  T(~). 

Hence, if T(~) = T(No) for every ~t, we obtain T(eq) = T(No). It follows that 

if T is the first order theory of one equivalence relation or T is the first order 

theory of k unary relations then T(eq) is decidable. The decidability of T(eq), 

when T is the theory of k unary relations, was proved by Slomson [-7] by com- 

pletely different methods. 

4. The theory of well-ordered sets and the theory of one unary function 

The concept of ~, fl, n-local isomorphism is useful at least in two additional 

cases. The first one is the theory of well-ordered sets. Here it is used to prove 

the following theorem. 

THEOREM 4.1. Let ~,fl > No and let n be any positive integer. Then for 

every well-ordered set ~ ,  ] 9~[ > r there exists a well-ordered set ~3 such that 

Let L be a first order language for ordered sets. Denote by T, the set of all 

sentences in L(Q) that hold in every well-ordered set of power greater or equal 

to ~. By Theorem 4.1, one can obtain immediately that T, = T B for every 

0~,/3, > No. The interested reader will find a comprehensive consideration of this 

subject in Slomson [8], where (using results of Lipner [5]) all the preparations 

needed for the proof of Theorem 4.1 are made. 

The second case, where the concept of ~, fl, n-local isomorphism can be used, 

is the case when T is the theory of one unary function formulated in a language 

which contains only one binary predicate (in addition to logical constants). 

We mention it without a proof. 
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THEOREM 4.2. For every regular ct > N1, for every Nl-model ~ of T(Q) 

and for every integer n > O, there exists 9~ such that 9I ~ =- m ~ .  

The proof of  this theorem has many steps and tedious details and constitutes 

a separate paper. By the last theorem and by a theorem of  Fuhrken [3], we 

obtain 

THEOREM 4.3. T(~) = T(N1) for every regular a > N1. 

On the other hand it is easy to see that T(fl) ~ T(Nx) for every singular ft. 

In particular, if P(x, y) is the binary predicate for the relation "y  is the image of x 

by the given function", then the sentence -1 Q y 3 x P ( x , y ) ~  3yQxP(x,y)  is in 

T(N1) but not in T(fl) for every singular ft. 

Moreover, it is not difficult to show that T(N1) ~ T(No) since the sentence 

3 !y[[VxP(x, y) ~ "7 3uP(u, x)] A Vz[z ~ y A "n P(z, y) ~ 3 !wP(w, z)]] 

VyiQxt --1 P ( x ,  yl) belongs to T(No) but not to T(NI). 

While T(No) is decidable by Rabin [6], it is unknown whether T(Nx) is decidable 

or not. 
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